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Abstract--This study developed a probabilistic methodology 
for assessment of the reliability and security of electrical energy 
distribution networks. This included consideration of the future 
grid system, which will rely heavily on the existing digitally based 
communication infrastructure for monitoring and protection. 
Event tree and fault tree methods were utilized. The approach 
extensively modeled the types of faults that a grid could 
potentially experience, the response of the grid, and the specific 
design of the protection schemes. We demonstrated the methods 
by applying it to a small sub-section of a hypothetical grid based 
on an existing electrical grid system of a metropolitan area.  The 
results showed that for a typical design that relies on 
communication network for protection, the communication 
network reliability could contribute significantly to the frequency 
of loss of electrical power.  The reliability of the communication 
network could become a more important contributor to the 
electrical grid reliability as the utilization of the communication 
network significantly increases in the near future to support 
“smart” transmission and/or distributed generation.  
 

Index Terms—transmission reliability, fault trees, event trees, 
fault propagation, fault protection. 

I.  INTRODUCTION 
he traditional approach to electrical grid reliability is 
based on deterministic analyses for congestion and 
transient response under normal conditions or a condition 

that satisfies “a single failure criterion”. Such methods were 
shown to be effective and they have resulted in sound designs, 
which are robust to major single failures. Nevertheless, past 
events [1][2] have shown that multiple cascading failures 
under unfavorable conditions have been the major contributor 
to losses of electrical distribution systems. Another factor in 
the evolution of the electrical grid systems is their increasing 
reliance on the digital communication infrastructures for 
protection and monitoring, which are not easily amenable to 
traditional deterministic analysis.  This reliance is expected to 
greatly increase and the anticipated communication 
architectures would be expanded to deal with coordination 
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and control of remote “smart” transmission and/or a future 
larger population of smaller distributed generators and/or 
micro-grids. 
 
    Powerful risk and reliability methods/tools have been 
developed over the past three decades [3][4], which were 
tailored for use in evaluating the reliability of the existing and 
the future electrical grid system. The general fault tree and 
event tree analyses were utilized with a set of reliability data 
to arrive at quantitative system reliability metrics in this study. 
These methods have the capability of systematically, and in an 
efficient manner, incorporating the deterministic models for 
congestion and transient response analyses [5]. 
 
The paper is organized as the follows: A general description 
of the example distribution network including communication 
infrastructure is given in Section II. The approach and the 
associated techniques and tools used in this study are 
presented in Section III.  In Section IV, the results are 
discussed. Conclusion remarks are given in Section V. 

II.  SYSTEM DESCRIPTION 

A.   Distribution Substation System Description 
    The hypothetical system considered for this study is 
comprised of a main station, which feeds to a number of 
substations. 
 
    Figure 1 presents a simplified block diagram of this 
hypothetical network.  A ring bus configuration of a 345 kilo-
volts (KV) substation is feeding several smaller areas through 
138 KV lines. Two specific substations, namely substations 1 
and 2 are considered as a part of this study. The main focus 
will be on substation 2. Substation 2 consists of five 
transformer banks feeding two main sync buses in a typical 
sync bus connection. Operation of two out of these five 
transformers would be sufficient for carrying the loads.  It was 
estimated that there is approximately 10 hours during a year 
that three out of five transformers would be required. 
 
    Five 138 KV feeder lines feed the five banks of 
transformers in substation 2 through the associated circuit 
switchers. The 138-KV circuit switcher will be the primary 
supply feeder protection and the communication-based ATTT

T 
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 (Audio Tone Transfer Trip) that will be discussed next, is the 
second independent means of clearing the source for a fault at 
substation 2.  The ATTT system will consist of two ATTT 
chassis per 138 KV feeder. The operation of two chassis 
together forms a second line of diverse actuation in the main 
station (it also trips the transformer at substation 2).  The 
138/13.8 KV transformer in a delta-Y arrangement is used for 
feeding to standard double synch area station. Each 138/13.8 
KV transformer is protected for transformer differential, zero-
sequence over voltage protection, reverse current, and the 
transformer neutral ground differential protection.  Each 13.8 
KV feeder is protected for over-current and they are equipped 

with two independent (diverse) relay protections with their 
communication ports connected to a LAN (Local Area 
Network). 
 
 

B.  Communication Infrastructure Description 
    The actuation trip signals from electrical protection logics 
are transformed to analog audio tone signals for transmission 
from one substation to another. The audio tone signal then 
should be transmitted from one substation to another 
substation for the purpose of isolation of the faulted zone. The 
signal transmission could be done by analog means such as 
modulated wireless connection (e.g. microwave) or digitally 
through the existing digital communication network 
infrastructure. The latter is currently considered to be more 
practical and cost effective due to varying distances and 
geographic conditions between the two substations.  
 
    An alternative to ATTT is through the use of a digitally 
based pilot wire scheme.  In this design, a digital signal 
representing the DC Transfer Trip (DCTT) is used for remote 
transmission to other s for the purpose of differential tripping 
or monitoring.  To regenerate the DC on the pilot wire from 
the digital signal and to simulate the traditional copper wires 

(i.e., a 1200 ohm copper pair resistance regardless of length), 
an electronic board is typically utilized. Ultimately, the use of 
transmitters and receivers using ATTT or DCTT will be 
supplanted in future by direct transfer trip between Relay at 
Substation 1 communicating with Relay at Substation 2 
directly over a digital communication channel or dark fiber. 
 

Figure 2 shows a simplified diagram of an ATTT 
connection used for the example network being analyzed in 
this study. It should be noted that two channels of audio tone 
signals is shown in this figure for simplicity, even though the 
actual example circuit is composed of five channels for the 

five banks of transformers feeding the two synch buses. 

Figure 1 To Level Diagram of Example Connections 

 
 

 
Figure 2 A simplified diagram of ATTT transmission through 
Communication Network 

 
 

III.  APPROACH AND TOOLS 

A.  Approach 
    The electrical grid system has to respond to occasional 
upset events (also called “initiating events”).  Such events 

 



 

could be due to an internal fault (e.g., a transformer short 
circuit), or an external occurrence such as a fire, a flood, a 
storm, etc. Upset events or “initiating events” are identified 
here based on experimental data, and/or based on analysis of 
system failures, which will necessitate actuation of protective 
features.  The initiating events are classified based on their 
impact on the distribution network. This classification is 
further refined based on the response of the protective features 
to the initiator and the impact of the initiator on both the 
protective features and the network elements. A representative 
model, albeit conservative, was developed for each class of 
the initiators. Computerized simulations of the electrical 
network and the associated protective schemes were 
sometimes needed to better model the grid response to a class 
of initiators. This model included the responses of the 
network, protective devices, consequential isolation or failure 
of network elements, and potential manual reconfiguration by 
the operator actions. 
     
    The model for each class of initiator is then transformed to 
a tree-type representation known as event trees. The event 
trees are the frameworks, which identify all of the pathways in 
response to each initiating event.  The result of each such 
pathway can be a successful recovery of the system, or partial 
or complete failure. The various progression paths identified 
by the event tree are based on the success or the failures of the 
various functions. Comprehensive decomposition of these 
functional level progression paths to the constituent basic 
elements, component, and human actions are done through the 
development of the fault trees. The failure probabilities 
associated with these basic elements are provided as input data 
to the models. All pertinent failure modes are included. The 
potential for human errors were also included explicitly in 
both fault trees and event trees when appropriate.  
 
    An important failure mode that must be included, because it 
defeats redundancy protection is common cause failures. 
There are failures, which may occur at more than one 
component at once, for example due to improper maintenance, 
environmental factors, etc. There are several ways of 
including such failures in the fault trees. Common Cause 
Failures (CCF) such as improper maintenance, design 
specification, and environmental factors, which could impact a 
class of components of similar design, were also modeled 
within the fault tree structure.  
 
    The fault trees are constructed using mostly AND and OR 
gates, or constructing a Boolean expression of individual 
failures leading to a higher-level failure. The eventual inputs 
are component data in the form of probability of failure. All 
pertinent failure modes are included, e.g., failure to run, 
failure to start, failure to open, failure to close, spurious 
actuation, calibration errors, test and maintenance errors, etc. 
In this study, we mostly deal with failure to open (of the 
breakers), occasional failure to close, failure to function 
between test and maintenance, and any calibration errors, 
which may cause actuation logic to operate improperly. 
 

    In summary, the methodology utilized for this study 
consists of the six major steps. It starts with the identification 
and classification of initiating events, the identification of 
protective features, and the analysis and understanding of the 
grid response. Electrical transient response analyses are 
sometimes performed to better understand the grid response 
and identifying the envelopes of failures and success.  The 
approach then follows with the construction of event trees, 
construction of the fault trees, and gathering of the failure data 
on all basic events and the initiating event frequency data. 
Finally, all information collected from all previous steps will 
be consolidated in a computer model for the purpose of 
quantification and sensitivity analyses. 

 

B.  Tools 
    Three types of tools are generally used for such analysis. 
An integrated fault tree/ event tree analyses code, an 
integrated electrical transient analysis code, and finally 
reliability databases and the associated estimation software. 
 
    SAPHIRE [4] (Version 7) was utilized as an integrated fault 
tree/event tree code which is capable of generating all the 
possible combinations of event causing the undesirable end-
state, and estimating the associated occurrence probabilities. 
SAPHIRE generates and reduces the Boolean logic equations 
associated with the fault / event tree models to a set of 
minimal cut sets. The minimal cut sets are then quantified to 
generate probabilities of the complex events of interest. The 
probabilities then are decomposed to determine major 
contributors. Currently, there are other codes with similar 
capabilities that are commercially available. SAPHIRE is 
selected since it is available at Brookhaven National 
Laboratory (BNL) without any charge. 
 
    EPTOOL [6] was utilized as an integrated electrical 
transient analysis code. EPTOOL software was developed at 
BNL to help simulation of various electrical transients in 
support of the electrical reliability analyses programs. 
EPTOOL is an integrated tool for power system and it can 
perform steady state, dynamic, and transient analyses. 
EPTOOL was developed using Matlab and Power System 
Toolbox (PST) 2.0. It consists of following functional blocks: 
 
1. PV curve calculation: computes bus voltage variation 

with respect to different load levels for a particular power 
factor on load buses. 

 
2. QV curve calculation: computes reactive power 

generation variation with respect to different voltage 
levels on generator or swing buses. 

 
3. Transient analysis/improved transient analysis: simulates 

the time domain response of a power system for different 
bus and line outages at different fault clearing time. For 
the improved transient analysis, the interactions between 
various protection devices such as loss of synchronism, 
under-voltage/under-frequency load shedding, and 
distance relay protection etc. and the system are also 

 



 

included. The impacts of the protection and control 
devices on the power system are simulated in the 
improved transient analysis. This program can be 
extended to include more protection and control schemes. 

 
The improved transient analysis of EPTOOL can be used 
in the reliability evaluation of both transmission and 
distribution networks. In the case of distribution network, 
the power sources, the main substations, can be modeled 
as generator equivalences.  The distributed generators are 
modeled as regular generators. Various protection 
systems associated with the distributed network can be 
modeled in EPTOOL. Both permanent and temporary 
faults are simulated while the protections are enabled 
accordingly to determine the loss of customer load and/or 
substations. The simulation results will permit the 
decision making in event tree/fault tree analysis using 
SAPHIRE. 

 
4. Small signal analysis: calculates the state space 

representation of power system at a stable equilibrium 
point. This feature can be used to develop dynamic 
control for power systems. 

 
Modal analyses are also available from the small signal 

analysis block. This function can be further extended to obtain 
the full system dynamics along a specific trajectory. 
 
    BNL’s statistical estimation software package including 
Bayes routine for updating the generic failure rates was also 
utilized for this study. Generic failure rates from various 
sources were collected [7] [8] and incorporated to a database. 
This database is currently limited by scope and it would 
significantly benefit from incorporating additional data from 
U.S. electrical utilities and transmission owners. This database 
also constitutes an important tool for performing such 
analyses. 

IV.  RESULTS 
    In this study, a failure is defined as a widespread loss of 
electric power, and a success is defined as an isolation of the 
electric fault without substantial loss of distribution capacity, 
e.g., a partial loss of a transformer bank. In this study, we 
track the progression of an accident from its initiating event, 
through the response of the protective features of the system, 
to its appropriate end state. 

 
    The failure probability of an undesirable end state, such as 
loss of the main station, which would result in a widespread 
loss of electric power to consumers, was considered as the 
reliability metric of interest.  We also calculated the frequency 
of other end states, which would have lesser impacts.  
    
    For the purpose of this study, a fault is simulated in two 
zones: a fault in a substation, or a fault on the connecting 
power lines between the main and the substations. Each 
pathway (combination of protective features failures and 
successes) identified using event tree technique can be a 

successful recovery of the system, or partial or complete 
failure. 
 
    The results showed that the frequency of the loss of the 
main station was on the order of 1.E-3/yr.  If we consider all 
other substations that are typically connected to a main 
station, and add up the frequencies of all the combinations of 
similar challenges, the overall frequency of the loss of the 
main station would rise by about a factor of 20, or 
approximately to 2.0E-2/yr.  This frequency approximately 
indicates that loss of the main station and experiencing 
potential widespread power loss to all connected substations is 
expected, on average, once every 50 years. Similarly, the 
frequency of the loss of both substations is an order of 
magnitude lower and it is about 1.E-3 (or once every 1000 
years). The low likelihood for loss of both substations was 
expected since in our hypothetical example, these substations 
were designed with due considerations for double contingency 
and adherence to redundancy and diversity. 
 
    The study showed that the communication system could 
significantly contribute to loss of the main station, and, to a 
lesser degree, to the loss of the substations. Initial results 
shows that the communication network and the associated 
lines and the interface cards account for about 26% of loss of 
main station and 6% to loss of substations. These results were 
obtained when the overall reliability of the communication 
interface was assumed to be around 99% (or 1% 
unavailability). Sensitivity analysis of the overall 
unavailability of the communication system and its impact on 
loss of main station is depicted in Figure 3.  As shown in this 
graph, the overall unavailability for the communication 
network at 0.1, the probability of loss of the main station 
increases by a factor of 3.3 (approximately one loss per 15 
years). About 80% of the probability for loss of main station 
stem from communication network. Therefore, it would be 
important to maintain the overall communication system 
reliability per station at above 99% to ensure reliable grid 
performance. Preliminary examination of the experiential data 
[9] determined that accidents (not routine downtimes) with the 
capability of affecting more than one central office would 
become the major issue in maintaining the communication 
network reliability. 
 

Finally, the study clearly demonstrated that the PRA 
technology could be utilized for reliability assessment of the 
electrical grid system. PRA techniques used in this study 
relied heavily on the specific design and extensively modeled 
the types of faults that a grid could potentially experience the 
response of the grid, and the specific design of the protection 
schemes. The importance of fault detection and protection 
schemes is heavily emphasized in this methodology. The 
methodology would systematically identify the cases where 
supporting electrical transient analyses are required. This 
would minimize the number of such analyses to the most 
critical ones. Finally, the methods utilized here are 
quantitative in nature, thereby allowing prioritization, and the 
verification that the design will meet the possible reliability 

 



 

goals.  

 
 
 

 
 
 

V.  CONCLUSIONS 
    The reliability assessment method shown in this paper is 
microscopic in nature and relies heavily on the specific design 
of the portion of the grid being analyzed. It extensively 
models the types of faults that a grid could potentially 
experience, the response of the grid, and the specific design of 
the protection schemes. The importance of fault detection and 
protection schemes heavily emphasized and the role of future 
reliance on the communication infrastructure are addressed. 
Finally, the method proposed here is quantitative in nature, 
thereby allowing prioritization and reliability allocation if so 
desired. 
 
    It was shown that the frequency for the loss of the main 
station is sensitive to the communication network reliability, 
and it is also sensitive to common cause failure within the 
electrical network. The reliability of the communication 
network could become a major contributor to the electrical 
grid reliability as its utilization significantly increases in the 
near future. The potential for common cause failures in 
communication infrastructure, i.e. those events that could 
affect several central offices, should be eliminated with a high 
level of confidence to ensure a reliable system. Preliminary 
examination of the experiential data indicated that non-routine 
accidents/incidents external to the communication network  
(not routine unavailability) with the capability of affecting 
more than one central office would become the major issue in 
maintaining the communication network reliability. 
 
    This study is also considered as a pilot study to show the 
feasibility of such approaches to evaluate the future gird 
reliability. Many of the methods and the data utilized are 

preliminary in nature and should be considered for further 
development in future. 
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